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Abstract. Most digital cameras rely on demosaicing algorithms to re-
store true color images. Data captured by these cameras is reduced by
two thirds because a Color Filter Array (CFA) allows only one particular
channel go through at each pixel. This paper proposes a Patch Aware
Multiple Dictionary (PAMD) framework for demosaicing. Instead of us-
ing a common dictionary, multiple dictionaries are trained for different
classes of signals. These class-specific dictionaries comprise a super over-
complete dictionary. The most suitable dictionary would be adaptively
selected based on the patch class, determined by the Energy Exclusive-
ness Feature (EEF) which measures the degree of energy domination in
the representation code. In this way, candidate atoms are constrained in
a set of atoms with low correlations; and meanwhile, the signal would
have sparser representation over this adapted dictionary than over the
common one, making the fixed sample rate relatively high and thus, ac-
complishing satisfying restoration according to the compressive sensing
theory. Extensive experiments demonstrated that PAMD outperforms
traditional Single Dictionary (SD) based approach as well as leading
algorithms in diffusion-based family significantly, with respect to both
PSNR and visual quality. Especially, the general artifact by Bayer CFA,
Moiré Pattern, is dramatically reduced. Furthermore, on several images,
it also significantly outperforms the state-of-the-art algorithms which are
also sparse coding based but very complicated. PAMD is a general frame-
work which can cooperate with existing demosaicing algorithms based on
sparse coding.

1 Introduction

Demosaicing is a key technique in most digital cameras to recover true color
images from data mosaiced by Color Filter Array (CFA) which allows only one
channel go through at each pixel. Its great impact on numerous consumer cam-
eras (especially on medium- and low-end devices such as mobiles) has drawn
great attentions to demosaicing research in the past decade [1,2,3,4,5,6]. Numer-
ous algorithms have been proposed for demosaicing. They can be roughly cat-
egorized as classical diffusion-based [7,8,9] or sparse coding based [1,10,11,12].
Diffusion-based approaches perform filling-in at pixel level by diffusing informa-
tion from known regions to missing parts, typical examples include the widely
used interpolation family algorithms such as OAP [4], refined ACPI [13] and
kernel regression based interpolation [14].
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Sparse coding based approaches treat the demosaicing problem from a dif-
ferent perspective. Prior knowledge is packed in dictionaries and under the as-
sumption that signals of interests can be represented using a small number of
atoms (i.e., sparsely representable). Compressive sensing theory [15], on the other
hand, provides solid theory foundations for accurate recovery of sparse signal
from only a few observations [1,16]. Generally, the dictionary can be comprised
with mathematically pre-defined bases (e.g., [1]) or learnt from training samples
(e.g., [10,11]). One of the advantages of educated dictionary is that its knowledge
is from domain-specific training samples thus can be particularly efficient [17].
This kind of approaches has achieved stat-of-the-art demosaicing results [1,10].

The success of sparse coding based approaches evidences that sparsity should
be learned for specific signal. Guided by this philosophy, this paper proposes
the Patch Aware Multiple Dictionary (PAMD) framework for demosaicing. In
learning stage, patches are classified and a dictionary is trained for each class;
then in demosaicing stage, the most suitable dictionary would be automatically
selected according to the patch class. In this way, it makes the selected dic-
tionary adaptive to the signal characteristic and improves the sparsity level of
the representation code, as evidenced by our experiments. Consequently, better
demosaicing performance is achieved.

PAMD allows multiple dictionaries, rather than one, to be trained from nu-
merous samples, thus can pack more knowledge. These dictionaries comprise a
super overcomplete dictionary; and meanwhile, candidate atoms for sparse cod-
ing are still constrained in a set where low correlation between atoms is ensured,
which is a basic premise of most sparse coding algorithms. Our extensive experi-
ments demonstrated that PAMD outperforms traditional Single Dictionary (SD)
based approach as well as leading algorithms in diffusion-based family signifi-
cantly, with respect to both PSNR and visual quality. Furthermore, on several
images, it also significantly outperforms the state-of-the-art algorithms which
are also sparse coding based but very complicated. Especially, the general arti-
fact by Bayer CFA, Moiré Pattern, is dramatically reduced. PAMD is a general
framework which can cooperate with current sparse coding based state-of-the-art
algorithms.

2 Problem Formulation, Related Work and Contributions

2.1 Problem formulation

Suppose that the initial color image X is mosaiced to be Y , as formulated in
Equation (1). M is a known matrix determined by the spatial layout of missing
pixels (e.g., Bayer pattern).

Y = MX (1)

Demosaicing aims to estimate X̂ from Y . It is usually performed in vectorized
patch space. Patch vector x̂ ∈ R3n is estimated based on the observation y ∈ Rn.

The core assumption used in estimating x ∈ R3n is that it has a sparse
representation over a dictionary D ∈ R3n×L (L ≥ 3n), a sparse coding problem
as formulated in Equation (2) where ||s||0 is the `0 norm (i.e, the sparsity).
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x ≈Ds subject to ||s||0 � L (2)

Suppose that y can be written as y = Mtx, then combining Equation (2)
we have Equation (3).

y = Mtx ≈MtDs, subject to ||s||0 � L (3)

Sparse representation code ŝ of y over the dictionary MtD can be first
computed as shown in Equation (4). Then x̂ can be estimated as Dŝ.

ŝ = arg min ||s||p subject to ||y − (MtD)s||22 < ξ (4)

Equation (4) can be written in the regularized form as Equation (5).

ŝ = arg min ||y − (MtD)s||22 + λ||s||p (5)

Ideally, p in Equation (4) should be taken as 0, the same as that in Equa-
tion (3). However, directly minimizing the `0 norm is NP-hard. Alternatives
include the Smoothed L0 algorithm (SL0) [18], which tries to directly minimize
the `0 norm by using a continuous smooth function to approximate the discrete
`0 norm; and greedy methods such as Orthogonal Matching Pursuit (OMP) [19].
Other classical alternative solutions are `1 norm based approaches such as L1
magic [20], feature-sign search [21] and LASSO [22].

Though efficient sparse coding algorithms are critical, the most fundamental
ingredient is the basis set, i.e., the dictionary. For example, if the cosine distances
between the signal and all of the bases are large, it would make most coefficients
large and sparse representation is hardly possible.

Consequently, it is better to learn the dictionary D from samples than to use
pre-defined mathematical bases [11,23], so that the signals of the specific class
are sparse in the space spanned by these bases.

Generally, `0 regularization based applications (e.g., sparse classification) is
more eager for a data-class-specific and educated dictionary than `1 and `2, be-
cause the number of its activated atoms is limited, the fitting error would be
large if there are no bases which are cosine similar to the signal. Popular algo-
rithms for obtaining an educated dictionary from training sample matrix include
K-SVD [11], NMF [24] and Independent Component Analysis (ICA) [25,26].

Besides learning from samples, another method to improve the sparsity level
is increasing the number of atoms, constructing an overcomplete dictionary (L >
3n). However, the fatal counterproductive effect is the increasing of correlations
among atoms, which breaks the premise of most sparse coding algorithms.

PAMD tackles this problem by patch classification and training a dictionary
for each class. Candidate atoms for sparse coding are still constrained in only
one of the dictionaries thus low correlations are ensured. Meanwhile, in class-
specific dictionary, it is more possible to fit the signal using only a small number
of atoms, thus improving the sparsity level of the representation code.
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2.2 Relation with Previous Work and Contributions

The leading demosaicing algorithms in diffusion based family include OAP [4],
DL [12], LPA [27], CAD [3] and regularization based approach [28]. The a priori
about natural images used in these approaches are usually based on pre-defined
rules, rather than data driven. For example, the assumptions of channel smooth-
ness [28] and local similarity [27]. A comprehensive survey can be found in [29].

Sparse coding and Compressive Sensing (CS) theory [30,15] provide a differ-
ent perspective for demosaicing [1,10]. Sparse coding based approaches exploit
the a priori that natural images are sparse after suitable transformation. Stan-
dard CS theory has shown that robust reconstruction of full signal s (or x) from
y which contains only a few observations is possible, as long as the transfor-
mation and observation matrices satisfy certain conditions and the number of
measurements m meets the criterion that

m > c||s||0log(L/||s||0), (6)

where c is a small constant [16]. If the signal is not sparse enough in the trans-
formed space, or the sample rate is too low, the sparse coding based demosaicing
approaches would not yield satisfying results [1].

The sparsity assumption is found to be very efficient for demosaicing, and
has achieved state-of-the-art results [1,10]. According to Equation (6), because
educated dictionary from samples can provide sparser representation than pre-
defined mathematical bases, the fixed sample rate 1/3 would become relatively
high, so satisfying restoration performance can be achieved.

The successes of current state-of-the-art algorithms [1,10] rely on various
techniques. In [10], an online learning algorithm [31] is exploited to train a highly
optimized dictionary from numerous samples (more than 2× 107 patches); then
another dictionary which packs the non-local similarity and group sparsity con-
straints is trained on-the-fly based on patches in the test image which are simi-
lar to the patch to be demosaiced. These two dictionaries are concatenated for
restoring the patch. This approach provides a more overcomplete dictionary and
meanwhile, imposes the non-local similarity constraints on the sparse coding,
thus it would be very efficient for images which contain many similar patches.
However, it will cause heavy computation overhead in testing stage.

In [1], adaptive patch sizes are used, rather than fixed. It is observed that
small patch size is more suitable for singular area while large size for texture
and smooth areas [1]. A high-pass filter is trained to filter each large patch, to
detect whether it should be divided into small patches based on the energy of
the filtered patch.

PAMD is much simpler than them and has low computation overhead in
testing stage. No training is needed in testing. Based on the simple Energy
Exclusiveness Feature (EEF) and fast classification method, it trains a dictionary
for each class using samples falling in the same class, and the mosaiced patch is
restored using the dictionary corresponding to its class.

To reveal the relationship between our approach and previous work, we in-
terpret [10,1] also from the perspective of PAMD. In [10,1], the concept of patch



A Patch Aware Multiple Dictionary Framework for Demosaicing 5

class only exists in testing stage. In [10], patches in the test image are clustered
into many classes based on intensities, and a dictionary is trained using patches
in each class. Multiple dictionary training while testing involves additional high
computation load. Moreover, the amount of patches used in LSSC is very large,
more than 2×107, significantly larger than the average number of about 4×104

for each dictionary in PAMD. In [1], adaptive patch size is initially introduced
to reduce the artifacts. From the view of PAMD, in the test image, high-pass
filtered patches having the energy above the threshold would be in one class
while others below the threshold are in the other class.

To sum up, the main contributions of this paper can be outlined as below.

a) The PAMD framework is proposed to furthermore refine the patch class in
both training and testing stages, so that the representation coefficient vector
would become sparser, making the fixed sample rate relatively higher and
then yielding more satisfying restoration.

b) The Energy Exclusiveness Feature (EEF) is proposed for patch classification.
EEF is a scalar so simple that classification just involves bin location. PAMD
has low computation overhead in testing.

c) Extensive experiments showed that PAMD significantly improves the demo-
saicing performance over the single dictionary based approach on standard
benchmark, with respect to both PSNR and visual quality. Especially, the
general artifact by Bayer CFA, Moiré Pattern, is dramatically reduced. It
also outperforms the leading algorithms in diffusion based algorithm family.
Furthermore, though PAMD is very simple, its performance is comparable
with the complicated state-of-the-art algorithms based on sparse coding, and
even better than them on several images.

Moreover, PAMD can corporate with existing sparse coding based algorithms.
Based on patch classification, they can be performed in each class. Sparser rep-
resentation is a common advantage, PAMD is a general framework and can be
potentially utilized in other fields of applications.

3 Patch Aware Multiple Dictionary Framework

3.1 Energy Exclusiveness Feature and Patch Classification

Energy Exclusiveness Feature (EEF) is a scalar f which measures the magnitude
of a patch follows the power law phenomenon after the sparse transformation,
i.e., a small number of sparse representation coefficients dominate most of the
energy. Suppose that the coefficient vector of the patch over the dictionary is
s = (s1, · · · , sL)T , and (d1, · · · , dL) is the index permutation so that |sdi |p (p >
0) is monotone non-increasing, and τ ∈ (0, 1) is a threshold, then f is defined as
Equation (7).

f , k/L , k = arg min
Σk
i=1|s|

p
di

ΣL
i=1|s|

p
di

≥ τ (7)
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The parameter p exponentially magnifies (when p > 1 ) or shrinks (p < 1) the
difference between coefficients. In our experiments, p is set as 2.0 and τ is taken
as 0.7. It can be seen that f ∈ [ 1L , 1.0]. Based on EEF, patch classification is very
simple. By defining threshold intervals [ζ0, ζ1), [ζ1, ζ2), · · · , [ζn, 1], the class of a
patch is determined by the interval in which its EEF falls.

EEF measures the sparsity degree of a patch over the common dictionary.
Higher sparsity (smaller f ) is important for good reconstruction performance
because it means lower minimum sample rate, then the fixed sample rate 1/3 in
the demosaicing application would become relatively higher. Our experiments
found that a common dictionary is not optimal to provide sparse representation
for various patches. Separately training a dictionary for each patch class using
samples from the same class would improve the dictionary expression capability
for patches in this class, yielding small f.

3.2 EEF based Dictionary Learning and Demosaicing

In the learning stage, vectorized patch samples are concatenated, yielding a
whole sample matrix which will be factorized to obtain the common dictionary
Dall. All of the patch samples will be classified into one of r classes based on the
EEF of the mosaiced patch over the MrggbDall. Here Mrggb means “RGGB”
mosaic pattern for a patch. Samples in each class j will be used to train a
corresponding dictionary Dj . Then [D1, · · · ,Dr] comprise a super overcomplete
dictionary. In demosaicing stage, patch class J is determined by the EEF of the
mosaiced patch yt over MtDall. Then dictionary DJ is selected to restore yt,
which yields the final demosaiced patch x̂t. Patches are aggregated to a true
color image by averaging overlapped pixels. Though atom correlations across
[D1, · · · ,Dr] may be high, PAMD will adapt to the patch automatically by
constraining candidate atoms within a low-correlated dictionary DJ .

The detailed demosaicing algorithm is interpreted as Algorithm 1. Because in
training stage, all patches are mosaiced using Mrggb, however, at each step t in
the demosaicing procedure, Mt for the corresponding patch may be not “RGGB”
pattern 1. Our solution is first restoring the whole image using Dall; secondly,
the patch classification is based on the EEF of Mrggbx over the dictionary
MrggbDall, then we compute the code ŝ of Mtx over dictionary MtDJ ; finally,
the patch is estimated as x̂t = DJ ŝ

1
t .

Traditionally, averaging weights for a pixel in several sliding windows are the
same as wt = 1. However, we propose that the weights can be associated with
the EEF ft as Equation (8).

wt = (1/ft)
β (8)

1 In the setting of Bayer “RGGB” CFA, if the sliding-window moves forward by odd
number pixel(s) at each step, then there would be 4 patterns for Mt as “RGGB”,
“GRBG”, “GBRG”, and “BGGR”. However, if by even number pixels per step, there
would be only one pattern as “RGGB”, then in this case, we do not have to first
restore the whole image using Dall in Algorithm 1.
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It means that larger weights are given to restored pixels within windows
in which patches can be more sparsely represented. The benefits of adaptive
weighting policy would be presented and discussed in the experiment section 4.3.

Algorithm 1 PAMD based Demosaicing

Input: Dall, Dj (j = 1, · · · , r), mosaiced image Y , mosaic matrix M (determined
by Bayer CFA), EEF threshold intervals [ζj−1, ζj)

Output: Demosaiced image X̂
1: Pre-restoration: Restore the whole image first using Dall

. Patch classification is based on the EEF

of Mrggbx, so this pre-restoration is necessary ONLY when the sliding

window moves forward by odd number pixel(s) per step.

2: for each patch yt in Y do
3: Compute corresponding EEF over MrggbDall and classify this patch as class J
4: Compute ŝt of yt over MtDJ by solving Equation (4)
5: Estimate the patch as x̂t = DJ ŝt
6: end for
7: Aggregate patches x̂t to obtain X̂

. Overlapped pixels would be averaged with weights wt.

4 Experimental Results

4.1 Settings

Bayer CFA of “RGGB” pattern is used in our experiments, which determines
Mrggb, M in Equation (1) and Mt in Equation (3). Specially, suppose that
the patch is of size 2 × 2 × 3 and vectorized to x ∈ R12 in the order as
x = (R1, R2, R3, R4, G1, G2, G3, G4, B1, B2, B3, B4)T . Then the mask Mrggb is
as Equation (9) and y = (R1, G2, G3, B4)T .

Mt =


1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1

 (9)

In practice, Y and MtD are obtained by removing corresponding channels
from X and rows from D respectively, instead of constructing the huge M .

Training patches of size p × q × 3 = 10 × 10 × 3 are randomly sampled
from 122 natural images mainly from McGill Colour Image Database [32]. The
average number of training patches for each class is about 4×104, a rather small
number compared with that of more than 2×107 in complicated LSSC [10] whose
dictionary training in testing stages causes additional computation overhead.

A common dictionary Dall ∈ R300×300 is factorized using FastICA algo-
rithm [33], an efficient ICA implementation. Then the energy exclusiveness fea-
ture f is computed from the mosaiced patch over the dictionary MrggbDall ∈
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R100×300. Patches are classified into 4 classes, corresponding f would fall into
one of the four bins as [0, 0.25), [0.25, 0.45), [0.45, 0.65) and [0.65,+∞). So, 4
dictionaries Dj ∈ R300×300(j = 1, · · · , 4) are learned, one for a class.

SL0 [18] is used as the sparse coding algorithm and the decrease factor σ is
empirically chosen as 0.4 while the σmin which determines the coding accuracy
is set as 0.3. As for PAMD with adaptive averaging weight in Equation (8),
parameter β is set as 2.0. Similar with most existing works and for fair com-
parisons, a boarder of 15 pixels is excluded when calculating PSNR (dB). Test
images are from Kodak PhotoCD benchmark [34] which includes 24 color im-
ages of 768 × 512 size. Source code (MatLab implementation) can be found at
http://media.cs.tsinghua.edu.cn/~cvg/zhangmeiqing/PAMD.html.

4.2 Numerical Results and Visual Quality

The numerical comparisons on Kodak PhotoCD benchmark with respect to
PSNR (dB) between our PAMD, Single Dictionary based approach (SD), CAD [3],
DL [12] and LPA [27] are presented in Table 1. The images on which PAMD out-
performs CD [1] and LSSC [10] can be found in Table 2 and Table 3 respectively.
In these tables, SD1 stands for single dictionary with averaging weight wt = 1
while SDβ means single dictionary with averaging weight wt = (1/ft)

β , β = 2.0.
It is similar for PAMD1 and PAMDβ .

Besides higher PSNR, results by PAMD also have better visual quality than
those by SD and the state-of-the-art (e.g., LSSC), including significantly less
Moiré Pattern (Figure 2, 3 and 5) and sharper edges (Fig. 4 and 6).

4.3 Discussions

It can be seen that PAMD significantly outperforms single dictionary based ap-
proach with 0.46 dB PSNR improvement on average when wt = 1, as shown
in Table 1. Moreover, PAMD also outperforms the leading algorithms including
CDM [35], RI [36], CAD [3], OAP [4], DL [12] and LPA [27] in non-sparse-coding
family, on average with 2.94, 1.98, 1.41, 1.27, 0.52 and 0.08 dB PSNR improve-
ment respectively when β = 2.0. On several images, PAMD also outperforms the
complicated CD [1] and LSSC [10] with respect to both PSNR (Table 2 and 3)
and visual quality (Figure 2). Especially, the general artifact by Bayer CFA,
Moiré Pattern, is dramatically eliminated.

The success can be partly explained as that patch aware dictionary for each
patch class can improve the sparsity level of the representation coefficient vector,
i.e., yielding smaller EEF. This is evidenced in Figure 1, which demonstrates that
sparser coefficients are accomplished in PAMD framework. As aforementioned,
sparser coefficient means that the minimum sample rate required by the com-
pressive theory for good restoration would be lower, then the fixed sample rate
1/3 would become relatively higher. Another interesting finding is that the adap-
tive weight wt = (1/ft)

β accomplishes better result than that by wt = 1.0 in
PAMD framework while on the contrary in single dictionary framework.
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Table 1. Demosaicing results with respect to PSNR (dB). Test images are from the
True Color Kodak Images dataset [34]. It can be seen that PAMD framework sig-
nificantly improves the demosaicing performance over Single Dictionary (SD) based
approach, leading algorithms including CDM [35], RI [36], CAD [3], OAP [4], DL [12]
and LPA [27]. In this table, the subscript 1 in SD1 and PAMD1 means averaging weight
wt = 1 while β in SDβ and PAMDβ means adaptive averaging weight wt = (1/ft)

β .
Visual quality comparisons are presented in Fig. 2, 3, 4, 5, and 6. A 15-pixels boarder
is excluded for all results.

Img
CDM

[35]
RI
[36]

CAD
[3]

OAP
[4]

DL
[12]

LPA
[27]

SD1 SDβ PAMD1 PAMDβ PAMD1

− SD1

01 34.38 35.50 34.91 37.94 38.46 39.45 40.74 40.49 41.71 41.69 0.97
02 39.76 39.56 41.14 39.50 40.89 41.36 40.51 40.21 41.39 41.52 0.88
03 41.79 41.14 43.36 41.47 42.66 43.47 41.52 41.18 42.36 42.17 0.84
04 39.59 40.12 42.11 40.00 40.49 40.84 40.70 40.54 40.99 41.18 0.29
05 35.69 36.66 35.57 37.47 38.07 37.51 37.44 37.30 37.91 37.93 0.47
06 35.70 38.39 37.72 38.74 40.19 40.92 40.67 40.56 41.31 41.29 0.64
07 41.45 41.92 42.11 41.81 42.35 43.06 42.01 41.79 42.59 42.62 0.58
08 32.49 34.18 35.12 35.43 35.58 37.13 37.11 36.96 37.43 37.58 0.32
09 40.45 41.26 41.14 41.85 43.05 43.50 42.13 41.95 42.89 42.93 0.76
10 40.82 41.69 41.14 42.13 42.54 42.77 42.29 42.19 42.59 42.58 0.30
11 36.84 38.11 38.59 39.32 40.01 40.51 40.19 40.13 40.68 40.64 0.49
12 40.94 42.21 42.11 42.66 43.45 44.01 43.76 43.54 44.34 44.35 0.58
13 30.62 31.96 32.95 34.45 34.75 36.08 36.54 36.50 36.78 36.75 0.24
14 36.13 36.36 37.72 35.70 36.91 36.86 35.45 35.20 36.20 36.51 0.75
15 38.45 38.84 40.35 39.28 39.82 40.09 39.75 39.64 40.27 40.38 0.52
16 38.95 42.18 42.11 42.07 43.75 44.02 44.12 43.92 44.71 44.66 0.59
17 38.88 40.10 39.68 41.39 41.68 41.75 41.37 41.39 41.42 41.35 0.05
18 34.82 35.64 36.67 37.53 37.64 37.59 37.64 37.64 37.72 37.69 0.08
19 37.43 39.13 39.10 40.00 41.01 41.55 41.18 41.06 41.26 41.47 0.08
20 39.32 39.99 40.35 40.70 41.24 41.48 40.90 40.71 41.38 41.53 0.48
21 35.83 37.23 37.72 38.82 39.10 39.61 40.15 40.01 40.65 40.66 0.50
22 37.02 37.42 38.59 37.67 38.37 38.44 37.77 37.73 38.01 38.06 0.24
23 42.17 41.95 43.36 41.88 43.22 43.92 42.31 42.01 42.73 42.75 0.42
24 33.24 34.17 35.34 34.88 35.55 35.44 34.87 34.89 34.93 34.83 0.06

Avg 37.61 38.57 39.12 39.28 40.03 40.47 40.05 39.90 40.51 40.55 0.46

Table 2. PSNR (dB) comparison with complicated CD [1].

Image CD [1] PAMD1 PAMDβ

01 41.51 41.71 41.69
02 41.27 41.39 41.52
04 40.86 40.99 41.18
07 42.58 42.59 42.62
13 36.43 36.78 36.75
15 39.77 40.27 40.38
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Table 3. PSNR (dB) comparison with complicated LSSC [10]. The number of training
samples in PAMD for each class is about 4×104 while it is more than 2×107 for LSSC.
Visual quality comparisons can be found in Figure 2.

Image LSSC [10] PAMD1 PAMDβ

01 41.36 41.71 41.69
08 37.57 37.43 37.58
13 36.35 36.78 36.75
21 40.65 40.65 40.66

Generally, sparse coding based approaches take longer time than interpola-
tion based methods. Some interpolation based algorithms also take quite a long
time such as approximately 1950 seconds per image (768 × 512) for CDM [35].
Currently, PAMD is implemented serially using MatLab without optimization
nor parallel processing. When window steps are 10 pixels (even number, so no
need for pre-restoration), PAMD only costs 8 seconds. When the step is 1 pixel,
it achieves best restoration with about 700 seconds per image while SD with 500
seconds. Great speed-up can be accomplished by parallel processing.

5 Conclusion

A Patch Aware Multiple Dictionary (PAMD) framework for demosaicing is pro-
posed to improve the sparsity level over dictionaries so that the fixed sample rate
would become relatively high, yielding satisfying restoration. Based on the En-
ergy Exclusiveness Feature (EEF), PAMD framework classifies patches in both
training and testing stages. A dictionary would be trained for each class; and
candidate atoms for sparse coding would be constrained within a class-specific
dictionary so that low atom correlations are ensured. Multiple dictionaries pack
more prior knowledge from a large number of training samples than single dic-
tionary. As evidenced by our extensive experiments, class-specific dictionaries in
PAMD framework significantly improve the sparsity level of patches and accom-
plish much better results than single dictionary based approach, with respect to
both PSNR and visual quality. Especially, the general artifact by Bayer CFA,
Moiré Pattern, is dramatically eliminated. PAMD also significantly outperforms
many leading algorithms and outshines the complicated state-of-the-arts on sev-
eral images. PAMD is very simple and can corporate with the existing state-of-
the-arts. Particularly, based on patch classification, existing sparse coding based
algorithms can be performed in each class. Moreover, sparser representation is
an advantage for many sparse coding based applications to which PAMD is
potentially able to be applied.
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Fig. 1. Histograms of EEFs for patches in several test images. For each image, 96393
patches are used for building the histogram. The horizonal axis is the EEF f. The
smaller f, the sparser the representation coefficient vector is. The vertical axis is the
proportion (normalized, between 0 and 1) of patches whose EEFs fall in certain bin.
The blue one is for Single Dictionary (SD) while the red one is for PAMD framework.
Note that the red and blue histograms have the same total area (1.0). It can be seen
that significantly sparser coefficients are accomplished in PAMD framework. Visually,
the red area prevails in the left area (small f ) while the blue area prevails in the right
area (large f ). It partly explains the success of PAMD.
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(a) Kodim08 ground truth image. The
cropped part is highlighted in the green
rectangle.

(b) Cropped ground truth

(c) Result by our PAMDβ (d) Result by SD1

(e) Result by OAP [4] which is a leading
algorithm based on interpolation.

(f) Result by LSSC [10] which is the state-
of-the-art based on sparse coding.

Fig. 2. Visual quality comparison between our PAMD, SD (Single Dictionary), OAP [4]
and LSSC [10]. OAP is one of the leading algorithms in interpolation family. LSSC
is the state-of-the-art and sparse coding based, which involves an online dictionary
learning algorithm, more than 106 training patches, clustering, on-the-fly training from
testing image patches, and group sparsity constrain techniques. LSSC is complicated
and requires heavy computation overhead in demosaicing stage. PAMD is very simple
and the average number of training samples for each class is only about 4 × 104,
with low computation overhead in testing stage. It can be seen that by our PAMD
framework, the general artifact by Bayer CFA, Moiré Pattern, is dramatically
eliminated.
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(a) Kodim01 ground truth image. The
cropped part is highlighted in the green
rectangle.

(b) Cropped ground truth

(c) Result by our PAMDβ (d) Result by SD1

Fig. 3. Visual quality comparison. PAMD greatly reduces Moiré Pattern artifact.

(a) Kodim03 ground truth image. The
cropped part is highlighted in the green
rectangle.

(b) Cropped ground truth

(c) Result by our PAMDβ (d) Result by SD1

Fig. 4. Visual quality comparison. PAMD achieves sharper edges.
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(a) kodim01 ground truth image. (b) Cropped ground truth

(c) Result by our PAMDβ (d) Result by SD1

Fig. 5. Visual quality comparison. PAMD greatly reduces Moiré Pattern artifact.

(a) kodim09 ground truth
image (rotated by 90◦

counter-clockwise).

(b) Cropped ground truth

(c) Result by PAMDβ (d) Result by SD1

Fig. 6. Visual quality comparison. PAMD achieves sharper edges.
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